
Vol.:(0123456789)

The Journal of Supercomputing
https://doi.org/10.1007/s11227-021-04245-x

1 3

A novel method to improve computational 
and classification performance of rice plant disease 
identification

K. S. Archana1 · S. Srinivasan2 · S. Prasanna Bharathi3 · R. Balamurugan4 · 
T. N. Prabakar5 · A. Sagai Francis Britto6

Accepted: 30 November 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 
2021

Abstract
Rice is a major food crop that plays an important role in the Indian economy. It is 
the most consumed staple food, greatly in demand in the market to meet the require-
ments of a growing population, which is only possible with increased production. To 
meet this demand, rice production should be increased. To maximize crop produc-
tivity, measures must be taken to eradicate rice plant diseases, namely, brown spot, 
bacterial leaf blight, and rice blast. In the proposed method, the modified K-means 
segmentation algorithm is used to separate the targeted region from the background 
of the rice plant image. Following segmentation, features are extracted through the 
three parameters of color, shape and texture. A novel intensity-based color feature 
extraction (NIBCFE) proposed method is used to extract color features, while the 
texture features are identified from the gray-level cooccurrence matrix (GLCM) and 
bit pattern features (BPF), and the shape features are extracted by finding the area 
and diameter of the infected portions. Thereafter, unique feature values are identi-
fied through the novel support vector machine-based probabilistic neural network 
(NSVMBPNN) to classify the images. A comparison in terms of performance is 
made using three classifiers, namely naïve Bayes, support vector machine and prob-
abilistic neural network. This proposed method achieved better accuracy than the 
other three methods based on different performance measures. Finally, the result was 
validated under the fivefold cross-validation method with final accuracies of 95.20%, 
97.60%, 99.20% and 98.40% for bacterial leaf blight, brown spot, healthy leaves and 
rice blast, respectively.
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1 Introduction

The economy of developing South Asian countries is largely dependent on agri-
culture [18, 25]. Every year, there is a reduction in overall crop cultivation owing 
to erratic climatic conditions, an issue that can no longer be neglected. Detecting 
disease growth in its initial stages is critical for farmers who can put appropriate 
measures in place to arrest the spread of the disease before it devastates an entire 
crop [31]. The majority of plant diseases are bacterial, fungal and viral. Viral 
diseases are brought on by environmental changes, while fungal and bacterial dis-
eases are brought on by fungi and germs on the leaves, respectively. From the 
symptoms appearing on the leaves, plant disease can easily be detected, owing to 
the thorough and relentless research being carried out today [24]. Across a wide 
range of crops, farmers choose the most appropriate vegetable and fruit crops. 
Such crop cultivation yields excellent returns, with production quality to match. 
Rice is considered the nation’s staple crop because it is India’s primary food 
source and cereal crop [13]. Consequently, there is a need to take adequate pre-
cautions to keep crops disease-free. Fungal and bacterial diseases affect paddies 
[27]. The most common rice disease infections are bacterial leaf blight, brown 
spots and rice blast. Because of these infections, the quality of the grains is highly 
reduced which places a high burden on farmers.

1.1  Rice diseases

A large number of pathogenic microorganisms attack rice plants and cause heavy 
losses in the field [32]. There are more than 30 different kinds of diseases that 
attack rice plants and reduce the quality and quantity of the product. According to 
current statistics, the typical rice diseases are rice blast, bacterial leaf blight and 
brown spot [4].

1.1.1  Bacterial leaf blight

Bacterial leaf blight is an origin of a bacterial pathogen by Xanthomonas oryzae 
pv. Oryzae. The disease mainly occurs on weeds, at favorable temperatures of 
relative humidity and by infected plants. The major symptoms of the disease are 
yellowish strips on leaf blades with a wavy margin, which later wilt and die.

1.1.2  Rice blast

Rice blast is one of the major fungal infections named Pyricularia grisea. This 
pathogen affects all portions of the plant, such as the leaf, neck, and collar. The 
disease mainly occurs because of low soil moisture, large day-night temperature, 
and cool temperature. The initial disease symptoms appear as gray color, green 
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lesion spots with dark green borders and spindle shape, which causes severe 
infection later and affects severe yield loss to the entire farm.

1.1.3  Brown spot

Brown spot is the origin of a fungal pathogen named Helminthosporiosis. It occurs in 
every stage of the crop. During its development, the infection causes death to young 
plants and reduces grain quality. The initial symptoms of the disease are a minute 
brown dot, which later turns into a small, circular, yellow–brown dot. These diseases 
are responsible for severe yield loss to humans in several ways. Therefore, the goal of 
plant disease management is to predict disease in earlier stages to avoid economic loss.

To overcome the challenges of rice plant diseases, computer vision has been used 
to detect and classify rice plant diseases from early symptoms [25, 26]. In the past 
few decades, interest in research on plant disease detection using imaging has grown 
substantially. In the agricultural industry, classification and crop disease identifica-
tion receive serious consideration in technical and financial terms [33, 17]

Image processing in agricultural applications offers the following benefits:

• Recognizing the shape and size of fruits
• Identifying the stem, fruit and infected leaf
• Recognizing infected portions through color

The system brings together experts and farmers on a common platform. Since the 
existing techniques demonstrate poor accuracy in classifying rice plant images, a 
novel identification and classification approach is proposed in this work. The objec-
tives of this research are.

• To segment rice plant disease images using the modified K-means segmentation 
technique

• To extract color-based features using a new intensity-based color feature extrac-
tion technique

• To classify rice plant disease images using a novel support vector machine-based 
probabilistic neural network classifier.

The remaining sections of this paper are organized as follows. Related work on 
detecting and classifying rice plant diseases is discussed in Sect.  2. The working 
procedure of the proposed methodology is explained in Sect.  3. The performance 
of the proposed methodology is estimated and compared in Sect.  4. Finally, the 
research is concluded in Sect. 5.

2  Related work

Garcia et al. [9] proposed an approach for discovering plant diseases. The result-
ant color histograms were used to detect rice plant disease, and a pairwise clas-
sification was carried out. Plant disease testing was carried out on a dataset 
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comprising 82 biotic and abiotic components, and nearly 12 kinds of plant spe-
cies were found to have blighted leaves. An extended examination was carried out 
on a wide range of images to assess the benefits and deficiencies of the proposed 
algorithm and compared with existing algorithms for the performance of the pro-
posed algorithm. The limitation of this work was in the challenges confronted in 
terms of its real-time adaptation.

Barbedo [5] explored an innovative approach to the segmentation of plant 
leaves with symptoms of disease ranging across a broad spectrum. This work 
employed color channels and the Boolean approach to binary masks and is there-
fore compact and stronger than state-of-the-art approaches that are designated 
automatically. The performance of the proposed method was tested against a large 
database comprising 77 diseases in 11 plant species. The efficacy of this method 
was compared with manual segmentation, and its advantages were reinforced. 
[6] described leaf diseases using high-resolution multispectral stereo images and 
three automatic classification methods. Two cameras captured perfectly illumi-
nated single sugar beet leaves in a laboratory. The information from the two sen-
sors was fused to generate 3D leaf models. The potential for pixelwise contextual 
classification, with its ability to eliminate the errors associated with the process, 
was investigated.

Gayathri Devi and Neelamegam [10] utilized image processing to detect leaf 
diseases automatically, focusing particularly on paddy leaves. A hybrid approach 
comprising the discrete wavelet transform, grayscale cooccurrence matrix, and 
scale-invariant feature transform was used to extract the relevant features. The back-
propagation and K-nearest neighborhood neural networks, alongside the naïve Bayes 
and multiclass SVM, were used to differentiate between diseased and healthy plants 
and classify them accordingly thereafter. The performance of several classification 
approaches in disease categorization was studied. MATLAB software was imple-
mented to arrive at the experimental outcomes. The work concluded that the multi-
class SVM delivers superior precision when compared to other classifiers.

Phadikar, Sil, and Das [22] classified rice plant diseases, extracting features 
from the affected portions in rice plant images. The affected regions were isolated 
from the background by deploying a Fermi energy-based segmentation approach. 
The symptoms of the disease were classified in line with field specialists’ opin-
ions. Classifier issues were reduced by utilizing rough set theory (RST); there was, 
consequently, a corresponding reduction in information loss. Finally, a rule-based 
classifier was constructed using the features considered, with the ability to discover 
different kinds of diseased rice plant images. The classifier provided better outcomes 
than state-of-the-art classifiers.

(Kaur and Bhardwaj [15] developed an image processing system to detect rice 
plant diseases such as bacterial blight, leaf blast, and brown spot. The affected por-
tion of the rice plant was detected during the initial stages of the infection using the 
KNN and clustering classifiers. Their research can help the farming community take 
adequate steps to stem rot and make a profit.

Abu Bakar et  al. [1] advocated a combined approach to detect rice leaf blast 
(RLB) disease. This work analyzed images based on the hue saturation value (HSV) 
color space and carried out pattern recognition using a multilevel thresholding 
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method. The outcomes were categorized into three stages of infection: initial stage, 
spreading stage, and final stage.

Chouhan, Kaul, Singh, and Jain [8] introduced a bacterial foraging optimization-
based radial basis function neural network (BRBFNN) to automatically identify 
and classify plant leaf disease. This work utilized bacterial foraging optimization 
to assign an optimum weight to the radial base function of the neural network and 
improved the speed and accuracy of the network. Fungal diseases such as early 
blight, leaf spot, late blight, common rust, cedar apple rust, and leaf curl were iden-
tified. The proposed approach demonstrated superior effectiveness in terms of clas-
sifying and identifying plant leaf disease.

Nurhikmah and Sany [20] introduced a rice plant disease recognition approach 
based on pattern recognition and image processing. Nearly 38 (shape, texture and 
color) classifying features were extracted from every portion of the leaf image. 
Genetic algorithms (GA) and correlation-based features (CFS) were combined to 
decrease the dimensions of the feature space and maximize the accuracy of rice dis-
ease identification. Mobile-based applications were used to determine plant quality.

Hussein et al. [12] identified disease from the collected images of crops such as 
tomato, cotton and rice. The images were preprocessed to resize them to a constant 
size. Fuzzy histogram equalization (FHE), followed by image segmentation, was 
carried out using color-based K-means. Finally, the performance of the four feature 
extraction approaches was compared. The results showed the superior outcomes pro-
duced by the four approaches considered, including color moments, texture-based 
features, shape-based features, and the percentage of leaf area infected (PI).

Latha et  al. [17] proposed a disease identification method, especially for apple 
leaves, using deep conventional neural networks. This work generated an adequate 
number of pathological images and designed an innovative AlexNet-based architec-
ture. Their research indicated that the proposed framework provides superior out-
comes in apple leaf disease detection with improved accuracy and a quick conver-
gence rate. Furthermore, their image generation method has been enhanced with the 
use of a strong conventional neural network framework.

(Orillo, Dela Cruz, Agapito, Satimbre, and Valenzuela, 2014) used digital image 
processing to address the problem of negligence in the manual inspection of rice 
plants and studied at length the three generic diseases affecting Philippine farm-
lands. The proposed work used the backpropagation neural network for accuracy and 
enhanced image processing performance and obtained 100% accuracy. Majumdar 
et al. [18] discussed several image processing approaches used for the early detec-
tion of disease in plants and described the strengths and limitations of each. Their 
study offers scope for future research in plant disease segmentation. The superior 
performance classification methods were analyzed, and the issues therein were opti-
mized to determine the best-performing method.

Patil [21] categorized cotton leaf disease using images captured on a mobile 
phone. The cotton farming community attempted to combat an early manifestation 
of the disease in the groves with the application of an elective fungicide. The cap-
tured images were processed using segmentation methods. Color and texture feature 
extraction methods were used to extract texture, shape, color and boundary features. 
The features extracted were used to identify disease spots.
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3  Proposed methodology

Image analysis procedure: This section briefly discusses the proposed work. Fig-
ure 1 shows the architecture diagram for disease identification in rice plants; it is 
fully based on an automatic approach. The fundamental idea of this research is to 
identify the three common rice plant leaf diseases, including healthy leaves, that 
cause devastating losses in rice cultivation. The dataset comprises images of dis-
eased plant leaves. This architecture reports the identification and classification 
of disease in rice plants through image processing techniques such as (1) Image 
acquisition: input image through digital camera, (2) Image preprocessing: filter the 
unwanted noise in the picture, (3) Image segmentation: target diseased region, (4) 
Feature extraction: retrieve useful information from the unique feature to classify 
the result, followed by (5) Classification: detection and classification of different dis-
eases, namely, Class 1 showing bacterial leaf blight, Class 2 brown spot, Class 3 
healthy leaves, and Class 4 rice blast.

3.1  Rice disease images acquisition

Rice leaf images were obtained from Neduvasal in the Pudukkottai District of Tamil 
Nadu, India. Using controlled lighting, 109 images were collected in all, adding to 
the 16 from the Indian Rice Research Institute (IRRI) website. The images were 
captured using a Canon EOS 3000D camera.

Fig. 1  Rice disease identification and classification procedure
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Camera specifications: The image-capturing device, a Canon EOS 3000D digital 
camera, has a calibration gray card with additional features that include

(a) Resolution ranging from 1-18 megapixels, which is 25 times larger than that 
of mobile camera phones,
(b) An RGB 24-bit color frame grabber with 1584 x 3456 pixels and a resolution 
of 18–55 mm focal lengths, and
(c) The image-capturing software of MV Tools.

3.1.1  Image‑capturing times/seasons

Diseased leaf samples of different rice plants, as well as healthy leaves, were col-
lected in the (late) spring of 2017.

Location: The samples were collected on agricultural land constituting 2.471 
acres.

Image collection: The dataset used in this research comprises different rice plants 
and their disorders, such as brown spot, bacterial leaf blight, and rice blast, in addi-
tion to images of healthy leaves, all of which are depicted as follows in Fig. 2: (a) 
Bacterial leaf blight, (b) Brown spot, (c) Rice blast, and (d) Healthy leaf.

3.2  Rice diseases preprocessing

During image capture, noise will appear. In the presence of noise, the true image details 
may be lost. Preprocessing not only removes unwanted noise but also enhances some 
image features for further processing [14]. Imaging sensors may also be affected by 
various factors, such as the quality of the sensing element and the environmental condi-
tions [27]. The resulting image may be affected by the sensor temperature, charge-cou-
pled device [CCD] and illumination level. Another fact is that the image is corrupted 
due to atmospheric conditions or lighting defects. For this reason, the noise should be 

Fig. 2  Images of the four rice 
diseases

(a) Bacterial leaf blight

(c) Rice blast

(b) Brown spot 

(d) Healthy leaf 
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filtered through various techniques. Here, the filtering process is carried out using the 
Wiener filter.

3.2.1  Wiener filter

The acquired images are preprocessed, wherein they are resized and filtered to elimi-
nate superfluous pixels. Corrupting noises are filtered using the Wiener filter, which 
is based on a statistical approach and the desired frequency response. This Wiener fil-
ter minimizes the mean square error as much as possible. As part of it, the frequency 
domain and discrete Fourier transform (DFT) are used in the Weiner filter to remove 
unwanted noise in an image. It is estimated by

Images can be resized for the transformation of images, displays and storage pur-
poses, as shown in Fig. 3.

The performance metrics of the Wiener filter give the best results, outperforming 
other filters such as the salt-and-pepper, Gaussian noise, and median noise filters [2, 3].

3.2.2  RGB solor transformation

The symptoms of a damaged pathogen can be differentiated by the color model. To 
analyze the color image, there are several models to be represented [29]. The model 
represented may use RGB, which is transformed to the HSV color space model. This 
RGB image comes from three initials of the channel, red, green and blue, with an addi-
tive color model in different methods to combine the large array of colors [33]. In this 
research work, the HSV space model can be applied to discriminate pathogens and 
healthy regions from rice plants. The following equations are used to transfer the image 
from the RGB to the HSI color model.

(1)W(f1, f2) =
H ∗ (f1, f2)Srr(f1, f2)

|H(f1, f2)|2Srr(f1, f2) + Smn(f1, f2)

(2)r1 =
R

G
+ ∈

(a) Input image (b) Resized image (c) Wiener filter  image 

Fig. 3  Weiner filter algorithm in rice blast image
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Where R, G and B represent the red, green and blue channels of the RGB color rep-
resentation, respectively, and are arbitrarily small values that help avoid division by 
zero. That is, the smaller the value, the greener the pixel and, in theory, the healthier 
that particular area of the leaf, as shown in Fig. 4.

3.3  Segmentation

Once preprocessed, the image is segmented for classification into different groups or 
clusters for final analysis [30]. The modified K-means technique is used to segment 
the region from the background image [2, 3]. Figure 5 shows that Cluster 2 gives the 
affected portion from the infected area.

3.3.1  Modified K‑means segmentation

In this proposed method, a collection of data is grouped into a distinct number of 
clusters by dividing it. According to the algorithm, first, the RGB value is calculated 
using a different lab conversion model by the following equations. Then, the image 
of every pixel has the color compounds of red, green and blue. The pixels are identi-
fied based on the center point of unlabeled N-dimensional K-cluster points.

(3)r2 =
B

G
+ ∈

Fig. 4  RGB components in bacterial leaf blight image
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By calculating the new centroids of xi for each pixel, the new values are 
assigned to find the new clusters by using the Euclidean distance between the 
respective clusters yi. Finally, an automated implication method is developed 
and applied to identify the diseased region of rice plant leaves through computer 
vision techniques.

3.4  Feature extraction

After the preprocessed image is segmented, feature extraction is carried out. This 
method aims to extract meaningful information from the segmented object and to 
represent the attributes for further processing [28]. Therefore, the independent fea-
tures are identified through color, shape and texture. In general, feature extraction 
means extracting the information from the existing data so that the classifier can 
be trained. Hence, the new information is extracted to find the unique features by 
using the algorithm of color, texture and shape [7]. The unique features are identi-
fied through feature extraction using the proposed algorithm based on color, shape 
and texture. Finally, the selected unique features are extracted for the final classifica-
tion to differentiate the disease.

3.4.1  Color‑based feature extraction

In the feature extraction method, one of the most important visual feature extrac-
tions is a color-based method [23]. The fundamental method for representing the 
color contents is a color histogram using numerous color models. Hence, the color 
features are extracted using the novel intensity-based color feature extraction (NIB-
CFE) algorithm. Here, the color distribution in an image involves an enormous mass 
of image data. Attributes are obtained from the image color distribution using the 
color cooccurrence matrix. The matrix helps to estimate the probability of a pixel 
and that of its neighbors for constructing information about a particular color. In 
addition, the matrix displays the spatial information of the image.

(4)xi (r, g, b) = 1 − ni
∑

(yi(r, g, b)) i = 1, 2, 3,… k

Fig. 5  Different Clusters in Modified K-Means Segmentation
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3.4.2  Shape‑based feature extraction

Here, shape features are extracted using the area and diameter of the segmented 
image. Shape-based feature extraction is the process of extracting features based 
on the shape of the affected region. The area is represented by the actual number 
of white pixels in the affected region. The diameter can be represented as the 
diameter of a boundary with the same area as the region, as tabulated in Table 1.

Here, the unique features are extracted from the formulas mentioned earlier 
through the image pixel. Hence, from all the images, those features are identified 
for further analysis from each category.

3.4.3  Texture‑based feature extraction

The texture feature helps to calculate the information about the selected region 
of an image [34]. The texture feature is the most useful and unique feature that is 
used for the final classification method. In this work, the most relevant metrics of 
GLCM and the bit pattern features are used to identify the features.

3.4.3.1 GLCM In texture features, a large amount of information is retrieved from 
the image content through GLCM [23]. Hence, to estimate the image properties, 
the most well-known texture analysis methods, namely, the gray-level cooccur-
rence matrix (GLCM), are used. The properties of the texture are identified by the 
intensity value at the pixel of interest. Finally, the texture features are extracted 
in various analyses, such as entropy, energy, homogeneity, correlation, contrast, 
prominence, shade, and cluster shade, from GLCM, as tabulated in Table 2.

Table 1  Features Extracted from 
Shape

Features Equation Features Equation

Area ∬ I(x, y)dxdy Diameter C

d
�

Table 2  Features Extracted from Gray level co-occurrence matrix

Features Equations Features Equations

Entropy G−1∑
i,j,k=0

P(i, j, k) ∗ log (P(i, j, k))
Contrast ∑

i

∑
j

P(i − j)2 ∗ (i, j, k)

Energy M−1∑
i,j,k=0

�
Pi, j, k

�2 Prominence N∑
i,j=1

�
i + j − �i − �j

�2
P(i, j)

Homogeneity N−1∑
x,y=0

Pxy

1+(x−y)2

Shade sgn(A)|A|1∕3

Correlation ∑
i

∑
j

(ixj)(�i−�j)
�x�y

Cluster shade N∑
i,j=1

�
i + j − �i − �j

�4
P(i, j)
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3.4.3.2 Bit pattern feature Bit pattern features (BPFs) [11] are also used to analyze 
the texture features. This bit pattern feature helps to characterize the shape, edge and 
image contents. From a set of training bitmap images, binary vector quantization 
generates a representative bit pattern book code that is utilized to index the images 
[19]. All the features of the image are used to describe the location and character of 
the object, as shown in Fig. 6.

3.5  Classification in rice plants

Feature extraction from the segmented image is followed by classification. Image 
classification is an important task to extract and classify information in various 
applications [15]. In this paper, the most common techniques, namely, support vec-
tor machines, probability neural networks, and naïve Bayes classifiers, are analyzed 
for the classification of rice plant leaves.

3.5.1  Novel support vector machine‑based probabilistic neural network 
(NSVMBPNN)

The query images are classified based on the feature extraction values using the 
novel support vector machine-based probabilistic neural network (NSVMBPNN). 
To determine whether the query image is affected, the SVM classifier involves two 
stages: training and testing. In this approach, input features are trained by giving 
them to the learning algorithm. SVM is a binary-class classifier that establishes 
appropriate margins between the two classes by constructing a hyperplane in a high-
dimensional feature space. The PNN comprises four layers: input, pattern, sum-
mation and output. The input layer has n values to be classified. The dot product 
between the input and weight is executed in the pattern layer and divided by a cer-
tain threshold, which is then inserted into the radial basis function. Each pattern in 

Fig. 6  Bit Pattern feature (BPF) in bacterial leaf blight image
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every class is added to generate a population density function for every class in the 
summation layer. Finally, the input is classified at the output decision layer based on 
the different performance measures used. The advantage of the PNN is that it offers 
fast training speed and is robust to noise. By combining the SVM and PNN, the pro-
posed approach offers better classification results based on the algorithm. Figure 7 
shows the rice plant disease detection and identification samples.

3.5.2  Performance measures

The overall performance has drawn the severity level of rice plant disease from their 
early symptoms to detect and classify the disease. The performance evaluations are 
calculated under the confusion matrix of precision and accuracy for result classifica-
tion. The confusion matrix holds. Here, the infected areas are assumed to hold the 

Fig. 7  Different disease identification in rice plants using the NSVMBPNN method
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true value, and normal regions are assumed to hold the false value. Hence, Table 3 
shows a confusion matrix for binary classification, where TP, TN, FP, and FN.

To evaluate the model, the classification problem of the proposed method has to 
be measured. Parameters such as TP, TN, FP and FN are found, and further, the 
quality of the model is measured in terms of accuracy, sensitivity, specificity, preci-
sion and recall, as shown in Table 4.

Accuracy is an important metric for comparing techniques. where sensitivity, 
specificity, precision and recall describe how well the diagnosis predicts the true 
presence or absence of the disease. This estimates the accuracy and inaccuracy rate 
of the recognition method for detection and classification.

4  Results and discussion

The selected features were sent to the classifier, and the results obtained from the 
different classifiers are promising. To verify the efficiency of the algorithm, the rec-
ognized experiments are carried out on the rice plant disease leaf dataset of bacte-
rial leaf blight, rice blast, brown spot and including healthy leaves. For each kind of 
disease, 125 leaf images are collected in which 75% of images are randomly selected 
as the training dataset to train the classifier and the remaining are used to test the 
algorithm’s performance. Finally, the results of the proposed novel support vector 
machine-based probabilistic neural network (NSVMBPNN) method are compared 
with the other three existing algorithms, such as the support vector machine, proba-
bilistic neural network and naïve Bayes algorithm.

4.1  Performance comparison of NSVMBPNN

To test the effectiveness of our proposed technique, a comparison was performed 
with different classifiers: SVM, PNN and naïve Bayesian. From the results shown in 
Table 5, it seems that our proposed novel support vector machine-based probabilistic 

Table 3  Confusion matrix for 
between two classes

TP –True Positive, TN-True Negative, FP –False Positive, TN- True 
Negative

True class Predicted class

A1 (Infected Region) TN TP
A2 (normal Region) TN FP

Table 4  Various Performance 
Metrics used for comparison

Metrics Equations Metrics Equations

Accuracy TP+TN

TP+FN+TN+FP
× 100% Precision TP

TP+FP
∗ 100%

Sensitivity TP

TP+FN
∗ 100% Recall TP

TP+FN
∗ 100%

Specificity TN

TN+FP
∗ 100%
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neural network (NSVMBPNN) performs better than other methods and effectively 
includes healthy leaves. Healthy leaves and rice blasts achieved the highest accuracy 
compared to all other diseases, as shown in Fig. 8. It seems that (1) For classifying 
bacterial leaf blight, our method achieves a classification accuracy of 95.20%, with 
a sensitivity of 100%, a specificity of 92.50%, a precision of 88.24% and a recall 
value of 100%. (2) For classifying brown spots, our method achieves a classification 
accuracy of 97.60%, with a sensitivity of 91.43%, a specificity of 100%, a precision 

Table 5  Classification performance of all comparison methods

Performance metrics Support vector machine

Bacterial leaf 
blight

Brown spot Healthy leaf Rice blast

Accuracy 88.00 96.00 97.60 92.80
Sensitivity 93.33 91.42 86.66 73.33
Specificity 85.00 97.77 99.09 98.80
Precision 77.77 94.11 92.85 95.65
Recall 93.33 91.42 86.66 73.33

Performance metrics Probabilistic Neural Network (PNN)

Bacterial leaf 
blight

Brown spot Healthy leaf Rice blast

Accuracy 95.10 93.63 98.20 95.23
Sensitivity 91.15 90.40 93.35 93.30
Specificity 92.10 94.45 100 95.85
Precision 97.65 86.53 100 87.57
Recall 91.13 91.40 92.30 92.33

Performance metrics Naïve Bayes Algorithm

Bacterial leaf 
blight

Brown spot Healthy leaf Rice blast

Accuracy 90.40 92.00 93.60 92.00
Sensitivity 93.33 77.14 66.67 86.67
Specificity 88.75 97.78 97.27 93.68
Precision 82.35 93.10 76.92 81.25
Recall 93.33 77.14 66.67 86.67

Performance metrics NSVMBPNN (Proposed Method)

Bacterial leaf 
blight

Brown spot Healthy leaf Rice blast

Accuracy 95.20 97.60 99.20 98.40
Sensitivity 100 91.43 93.33 93.33
Specificity 92.50 100 100 100
Precision 88.24 100 100 100
Recall 100 91.43 93.33 93.33
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of 100% and a recall value of 91.43%. (3) For classifying healthy leaves, our method 
achieves a classification accuracy of 99.20%, with a sensitivity of 93.33%, a speci-
ficity of 100%, a precision of 100% and a recall value of 93.33%. (4) For classifying 
rice blast, our method achieves a classification accuracy of 98.40%, with a sensi-
tivity of 93.33%, a specificity of 100%, a precision of 100% and a recall value of 
93.33%. The overall detection accuracy of different classifiers is shown in Fig. 9. 

Fig. 8  A comparative analysis of the NSVMPNN algorithm

Fig. 9  Comparative results of the different classifiers
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From the results, it can be seen that the proposed NSVMBPNN produces higher 
accuracy than the other classifiers, such as SVM, PNN and naïve Bayes, as shown in 
Table 6. Finally, to achieve a reliable measurement, all the performance results are 
obtained using k-fold cross validation. The main limitation of the proposed system 
is that bacterial leaf blight has quite 95.20% due to various factors, such as illumina-
tion, variable lighting, blurring, and fading. This is why the recognition process is 
also affected in terms of the overall accuracy rate. This can be improved and pro-
posed as future work.

4.2  Cross validation

Here, our model requires cross validation to estimate the result of our proposed 
method to find the quality of the model [16]. The dataset of 125 images is classified 
into 4 kinds of rice plant diseases. Then, the fivefold cross-validation method is used 
to train and test and compare the accuracy metrics using support vector machines, 
probabilistic neural networks, naïve Bayesian and NSVMBPNN. It gives better 
results between the challenges of four classes. Then, the dataset is divided into 5 
mutual subsets of approximately equal size. Here, four subsets are used as the train-
ing set and the last subset for the validation set. The abovementioned procedure is 
repeated five times, so each subset is used once for validation.

The proposed NSVMPNN approach offers more effective classification results 
than the other existing techniques. K-fold cross validation is also analyzed, and 
the results are also compared with other existing algorithms. Finally, this proposed 
NSVMPNN approach is evaluated in relation to accuracy, and the results displayed 
in Fig. 10 offer better classification accuracy. 

5  Conclusion

The detection of plant disease has, in recent times, become an interesting area of 
research in agriculture. Image processing plays a significant role in the identification 
and classification of rice plant disease, to which, currently, the concept of machine 
learning has been effectively applied. Several traditional studies have focused on 
detecting disease in rice plant images, but with a major drawback in terms of inaccu-
rate classification results. Hence, a novel feature extraction-based integrated classi-
fier was developed in this research. The input image was taken from the dataset and 

Table 6  Classification accuracies of various classifiers

Performance metrics Bacterial leaf 
blight

Brown spot Healthy leaf Rice blast

NSVMBPNN 95.20 97.60 99.20 98.40
Naïve Bayes 90.40 92.00 93.60 92.00
PNN 95.10 93.63 98.20 95.23
SVM 88.00 96.00 97.60 92.80
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preprocessed. It was then resized, and the Wiener filter was applied to remove noise 
and blurred pixels. The preprocessed images were segmented using the modified 
K-means segmentation technique to identify affected regions in the image. Thereaf-
ter, features were extracted from the preprocessed images. Color-based features were 
extracted using the novel intensity-based color feature extraction (NIBCFE) tech-
nique, shape-based features with the area and diameter of the segmented image, and 
texture features using the gray-level cooccurrence matrix (GLCM) and bit pattern 
features (BPF). Finally, the novel support vector machine-based probabilistic neural 
network (NSVMPNN) was used to classify the images from the extracted feature 
values. The performance of the proposed methodology was evaluated and compared 
with existing techniques. From the evaluation results, it was concluded that the pro-
posed NSVMPNN approach offers more effective classification results than the oth-
ers (refer to Table).
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